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ABSTRACT 

  

Images obtained through charged coupled device (CCD) cameras in the National Ignition Facility (NIF) are crucial to 

precise alignment of the 192 laser beams to the NIF target-chamber center (TCC).  Cameras in and around the target 

chamber are increasingly exposed to the effects of neutron radiation as the laser power is increased for high energy 

fusion experiments. NIF was carefully designed to operate under these conditions. The present work examines the 

degradation of the measured TCC camera position accuracy resulting from the effects of neutron radiation on the sensor 

and verifies operation within design specifications.  Both synthetic and real beam images are used for measuring 

position degradation. Monte Carlo simulations based on camera performance models are used to create images with 

added neutron noise.  These models predict neutron induced camera noise based on exposure estimates of the 

cumulative single-shot fluence in the NIF environment.  The neutron induced noise images are used to measure beam 

positions on a target calculated from the alignment images with the added noise. The effects of this noise are also 

determined using noise artifacts from real camera images viewing TCC to estimate beam position uncertainty. 

 

Key words: Neutron irradiated CCD, Neutron induced Noise modeling, laser alignment, Monet Carlo simulation, fusion 

neutron 

 

 

1. INTRODUCTION 
 

The National Ignition Facility (NIF), operated at the Lawrence Livermore National Laboratory, is 192-beam, 1.8-

megajoule, 500-terawatt, ultraviolet laser system designed to demonstrate inertial confinement fusion in a laboratory 

setting [1]. In preparation for laser fusion and energy gain, as the laser power is ramping up,  cameras situated around 

the target chamber gathering alignment images, are subjected to fusion neutrons generated by laser-target interactions. 

These neutrons appear as noise in the alignment images, and hence may affect various alignments performed inside the 

target chamber such as for the beam to target and various other fiducials [2-3]. The objective of the current work is to 

evaluate the effects of neutron radiation on the alignment performance using Monte Carlo simulation.  

 

The integrated automated control system aligns  192 NIF beams by measuring the beam position using algorithms on 

images collected by CCD camera and controlling mirrors and other devices to adjust the beam to a desired reference 

location [4]. Alignment images affected by the neutron noise are the target area beam image (left) and the Chamber 

center reference system (CCRS) to (target alignment system) TAS images (right). The present study will evaluate the 

effect of neutron-induced noise on the measured position of the beam from both of these types of  images. 
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Figure 1:  Target area NIF alignment images. The left image is the alignment beam to target and the right two images are 

the CCRS to TAS image. 

 

2. NOISE SIMULATION 
 

An accurate CCD neutron-induced noise estimation was first established at an experimental accelerator facility designed 

to produce 14 MeV neutrons. An accurate measurement of the neutron-induced noise was performed for different 

fluence levels up to 1x10
10

 (n/cm
2
) on the sensor surface. The results from these measurements were then scaled to the 

higher fluence levels expected on NIF. The noise models do not include induced noise associated with gamma radiation. 

The noise model provides one instance of the noise for a neutron fluence level for a particular alignment camera. One 

thousand instances of this noise model are created using Monte Carlo technique. 

Fluence maps for the target bay and target chamber describe the estimated fluence levels at various locations based on a 

shot of known yield. Knowledge of the CCD detector plane location in the target area provides an estimate of the 

expected fluence level for the sensor. The cumulative neutron yield discussed here is the number of neutrons generated 

at the target chamber center into 4 steradians for several shots. The target area beam CCD sensors, when retracted 

during a shot, are located outside the five meter distance from target chamber center. The fluence maps, arbitrarily 

scaled to a yield shot of 10
15

 (neutrons) indicate a fluence level of 6x10
8
 (neutrons/cm

2
) at the sensor. The CCD noise 

model  matches the statistical distribution of real neutron-affected pixels at the physical camera location in the target 

bay [4-6]. 

When a neutron hits a CCD pixel, there is a small probability that it causes permanent increased dark current (noise) in 

that pixel. The affected pixel may have noise slightly over the background, be fully saturated, or anything in between. 

Background images are captured before and after shots of the NIF laser to measure the pixel noise. We express the 

number of neutron-affected pixels statistically as a reversed-sum histogram curve, as shown in Figure 2, in order to 

quantify the number of affected pixels through the whole range of gray scale levels. The curve is essentially a modified 

cumulative distribution function (CDF) that ranges up to 100% of the pixels on the y-axis that are greater than the pixel 

intensity values on the x-axis (0 to 4095 for a 12-bit camera).   

 

In a standard CDF, Fx(x) = P(X≤ x), the curve represents the probability that a random variable X takes a value less than 

or equal to x. In the reversed-sum histogram Fx(x) = P(X≥ x), the curve represents the number of pixels with intensity 

values greater than or equal to x. Thus, on the curve shown in Figure 2, a point on the lower knee represents the 

percentage (between 0.001% and 0.01%) of pixels whose intensity value is 3000 or higher. The knees on the curves 

show the number of damaged pixels (noisy pixels) with respect to the pixels that did not get damaged. A properly 

working CCD will have a single knee (at the top) and an almost vertical drop. 

 

The reversed-sum histogram curves in Figure 2 were obtained from background images for one of the four TAS (Target 

Alignment Sensor) cameras used in target area beam alignment from December 16,  2010 through February 2, 2011 

(dates are indicated by YYMMDD in the legend). Before February 1, the shots on NIF did not generate considerable 

neutron yield. As a result, before 110202, the cumulative neutron-induced effect is consistent and the curves 

superimpose on each-other. After a yield shot of 1.2×10
14

 neutrons on February 1
st
, the background image collected the 

next day shows an increase in number of pixels with elevated intensity values between the two knees. The fluence 

models show that the neutron fluence at the sensor was approximately ~1x10
8
 (n/cm

2
) for this yield shot. 
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Neutron effects for TAS upperside

Pixel intensity values

 
Figure 2: A reversed-sum histogram curve for one of the TAS (Target Alignment Sensor) cameras.  This 12-bit camera 

has 1200×1600 pixels (1,920,000 total pixels) and a maximum pixel intensity value of 4095. The data collected between 

12/16/10 and 2/1/11 have no change in the curve shape because there is low neutron yield at this time.  After a shot of 

1.2×1014 neutrons on 2/1/11, the background image collected the next day shows an increased number of pixels with 

elevated intensity values. (The legend lists the date of the data collection in YYMMDD format.) 

 

As the CCD pixels are exposed to higher neutron yields, an increasing number of pixels will have increasingly elevated 

intensity values and reversed-sum histogram curve shifts upwards. The amount that the curve shifts can be predicted 

based on a linear model from the curves dating back to the first neutron-yield shot and from offline measurements taken 

at the accelerator facility. A statistical noise model was then developed based on the increased pixel noise measured 

after each shot. The increased noise is then scaled to the shot yield where predictions can then determine the expected 

noise content in the image. Figure 3 is an example of the predicted neutron-induced noise expected for cumulative 

neutron yields of 10
15

, 10
16

, 10
17

 and 10
18

 neutrons. Note that in this model the dynamic range has not been limited to 

the camera bit-length. However, for simulating a neutron noise induced image, when the noise is added to the real 

image, the sum intensity is limited to the value allowed in the camera.  

 

Given a simulated reversed-sum histogram for a specific neutron yield, a neutron-background image can be generated 

by randomly assigning pixels in the image to have the appropriate noise background levels as dictated by the by the 

reverse-sum histogram noise curves as shown in Figure 3. The simulated neutron-background images after a neutron 

yield shot contains all noise expected in the image including the increased pixel counts due to the neutrons and all the 

other regular noise sources (i.e. dark current, read noise, etc., which create a background of about 100 counts for the 

particular camera setting including gain and integration time). Figure 4 shows four of the 4000 instances of modeled 

neutron noise representing all noise levels. Each noise level whose characteristic is depicted in the reverse sum 

histogram (reversely integrated probability density function), 1000 separate instance of randomly allocated noise images 

are created as described in Fig. 5. To generate a realistic target area beam image with neutron induced-noise, the TAS 

image is added to one of the 1000 noise images. The 4000 noise added images are then processed using image 

processing algorithm discussed in the next section. Our previous study involved four noise images with 192 beams [8], 

which is an example of variation of signal level and type instead of just the noise. 
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Figure 3: Predicted reversed-sum histograms for TAS camera pixel values scaled for cumulative neutron yields between 

1015 and 1018 neutrons at the target chamber center which was used for the simulation. 

2e15
2e16

2e17 2e18

 
Figure 4: Noise models for shot-yields of 1015 neutrons (top left) to 1018 neutrons (bottom right). 
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Figure 5: Noise pixels positions were permuted to random pixel positions in each generated image 

 
 

3. MONTE CARLO EXPERIMENTS 
 

Two types of images are analyzed for evaluating the effect of neutron noise on beam alignment, the first is the beam to 

tas image, and the second one is the CCRS to tas images. The algorithms used and results obtained are described next. 

 

3.1 Beam  to TAS position estimation 

The position of the “beam to tas” image is estimated using weighted centroid of the bright region above the background 

level. In the background subtraction stage, a value proportional to the noise floor plus a fraction of the image maximum 

is subtracted from the beam image. One of the advantages of the subtraction at a slightly higher level than the mean 

background is the removal of ghost sidelobes that propagate with the beam and affect the centroid result drastically. 

After the noise subtraction, the largest size of connected region above noise level is chosen for estimating the weighted 

centroid. The block diagram of the image processing steps is shown in Figure 6. 

 

 
 

Figure 6: Block diagram of the centroiding approach 

In order to have a better control of the experiment in addition to a real NIF beam, an ideal Gaussian beam is analyzed. 

The algorithm estimates the position of target area beam images added with one thousand instances of neutron noise 

images. The set of 1000 images with a specific noise levels leads to 1000 different position estimate from which the 

statistical deviation of the centroid estimate is calculated. The deviation of the noise estimates from noise- free case is 

plotted in a scatter plot shown in Fig. 7. The standard deviation of these estimates is around 0.11 pixels for the 1018 noise 

level. The Table 1 depicts the corresponding values for all noise levels.  

 

TAS image Background 

subtraction 

Region 

selection 

Weighted  
Centroid 
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Figure 7: Current algorithm on synthetic image deviation of centroid for a 1018 neutron yield (highlighted in Table 1). 

Algorithm Modification: One of the limitations of the above algorithm is its sensitivity to the image maxima. If the  value 

of the noise maxima is corrupted by the neutron noise, the corresponding threshold and hence the centroid value may be 

affected. The centroiding algorithm was modified as explained in the block diagram of Figure 8. These steps in the 

algorithm identify the noise locations and filter them, and the other step modifies the image maximum detection algorithm 

so that the image maximum is not affected by the isolated neutron noise. First, the difference between a median filtered 

image and image with noise will be calculated to identify the position of the neutron-induced noise. When the difference is 

above a threshold (of  300), those pixels were identified as noisy pixels. The values of only those pixels were changed to 

the median value of the image at that location. Image values at all the other pixel locations remained unchanged. In 

addition, the image maximum went through several additional tests. The first criterion was to ensure that the maximum is 

chosen from only the bright connected region, and not an isolated pixel outside the beam. Then, a neighborhood check was 

performed to ensure the maximum and the neighboring pixels are similar in magnitude. 

Table 1. Synthetic image results  
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Figure 8: Block diagram of the current centroiding approach with noise filtering. 

When this modified algorithm is applied to the same dataset with an ideal Gaussian beam the deviation is improved for 

all the noise levels, while the improvement is significant for noise levels above 10
16

. At lower noise level, the 

improvement is less because the filtering is applied only on handful of pixels. For the real beam, the magnitude of the 

deviation is less than those of the ideal Gaussian beam as shown in Table 2. Fig. 9 and 10 depicts both ideal and real 

beam results graphically. It may be noted that at higher noise levels, the rate of increase of the noise deviation is 

reduced by the introduction of the new limited filtering algorithm. 

 
 

Table 2. Comparison of deviations with old and new algorithm using real NIF beam  image 
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Figure 9: Synthetic image results, comparison of old and current algorithm in terms of standard deviation the beam 

centroid position with a noise distribution for a yield of 1e15 to 1e18 neutrons using Monte Carlo simulation of 4000 

images. 
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Figure 10: Real NIF beam results, comparison of old and current algorithm in terms of standard deviation the beam 

centroid position with a noise distribution for a yield of 1e15 to 1e18 neutrons using Monte Carlo simulation of 4000 

images. 

 

3.2 CCRS TO TAS position estimation 

The centering position of the CCRS to TAS is estimated from reference lines and markings in images from two cameras 

in the target alignment system. The cameras are positioned orthogonal to each other as seen in Figure 11.  
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Figure 11: Target alignment system (TAS) is inserted and centered using two cameras in the chamber center reference 

system (CCRS). CCRS #1 and CCRS #2 which are positioned orthogonal from each other and collect images of the 

target for processing to achieve the proper target centering alignment. 

 

One image from each CCRS camera is taken to determine the centering position of the target. Both images have a grid 

pattern whose center is the reference in the image. The center of two of the other lines in the images makes up a reticule. 

The grid and reticule for both cameras is shown in Figure 12. The reticule center location relative to the grid center 

indicates the target centering position. When the reticule center is positioned directly over the grid center, the target is 

optimally centered. 

 
Figure 12: Grid and reticule patterns in CCRS #1 and CCRS #2 camera images. Positioning the reticule center directly 

over the grid center indicates correct centering of the target. 

 

The grid and reticule centers are made up of two lines each and are found by locating and estimating the position of 

each line and their resulting intersection using the image processing algorithm shown in the block diagram in Figure 13. 
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To estimate a line position in the image, the image is rotated to position the target line vertically in the image. The 

image is then segmented into a set of horizontal bands. Each band is averaged to form a set of intensity vectors that 

consist of the mean intensity in each band. The vectors are then processed to locate the maximum change in contrast, 

both light to dark and dark to light. These changes represent the edges of the target line and their mean is stored as the 

center of the target line for each band. This process results in a series of points from which outliers are removed. A 

linear fit is performed using the final set of points.  The process is repeated for the second line in the grid or reticule 

pattern. The intersection of the resulting two lines is then used as the grid or reticule position. 

 
Figure 13: Block diagram of the image processing for estimating the centers of the grid and the reticule for the TAS to 

CCRS  

Next the CCRS images are subjected to Monte Carlo simulation. A typical NIF CCRS image for each camera was 

chosen and added with one thousand instances of neutron noise images. The resulting set of 1000 images was processed 

with the above algorithm. This produced 1000 different x and y position estimates from which the statistical deviation is 

calculated. Error was calculated using the original images position as compared to each of the 1000 images with the 

random neutron nose added. The average standard deviation of the grid and the reticule estimates was around 0.12 

pixels for the 10
18 

added neutron nose for the CCRS 090 030 camera. The average standard deviation of the grid and the 

reticule estimates was around 0.16 pixels for the 10
18

 added neutron noise for the CCRS 090 060 camera. The table and 

figures below depict the corresponding values for all noise levels.  

  
Figure 14: CCRS to tas images position error for reticule and grid scatter plot 



 11 

 

  
Figure 15: CCRS to tas images position error for reticule and grid for 1000 images at each noise level 

  

 
Table 3. CCRS to tas images position error for reticule and grid 
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4. CONCLUSIONS 
 

In this paper, Monte Carlo simulation is used to quantify the effects of neutron induced noise on estimation of beam 

location. The noise model developed to simulate the effect of neutron-induced noise on an image. It was found that with 

old algorithm the deviation increase exponentially at higher noise level, the rate of change of deviation is significantly 

reduced with the modified algorithm. One way to expand this study is to include all 192 beam images with 4000 noise 

images. Classifying the images by intensity parametric set of curves may be derived. Alternate filtering [9] technique 

may be explored for eliminating the neutron noise effects. With the CCRS to TAS images, the effects of the Monte 

Carlo added neutron noise were minimal for the images processed, however, further studies are needed to examine 

worst-case scenarios where neutron effects fall in critical measurement regions in the images.  
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